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Abstract

Recently, adaptive graph convolutional network based traffic prediction meth-

ods, learning a latent graph structure from traffic data via various attention-

based mechanisms, have achieved impressive performance. However, they are

still limited to finding a better description of spatial relationships between traffic

conditions due to: (1) ignoring the prior of the observed road network topology;

(2) neglecting the presence of negative spatial relationships; and (3) lacking

investigation on the uncertainty of the graph structure. In this paper, we pro-

pose a Bayesian Graph Convolutional Network (BGCN) framework to alleviate

these issues. Under this framework, the graph structure is viewed as a random

realization from a parametric generative model, and its posterior is inferred us-

ing the observed topology of the road network and traffic data. Specifically, the

parametric generative model is comprised of two parts: (1) a constant adjacency

matrix that discovers potential spatial relationships from the observed physical

connections between roads using a Bayesian approach; (2) a learnable adja-

cency matrix that learns globally shared spatial correlations from traffic data

in an end-to-end fashion and can model negative spatial correlations. The pos-

terior of the graph structure is then approximated by performing Monte Carlo

dropout on the parametric graph structure. We verify the effectiveness of our

method on five real-world datasets, and the experimental results demonstrate
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that BGCN attains superior performance compared with state-of-the-art meth-

ods. The source code is available at https://github.com/JunFu1995/BGCN.git.
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1. Introduction

Traffic congestion is a growing drain on the economy with the acceleration

of urbanization. For example, the cost of traffic congestion in America reached

$124 billion in 2014 and will rise to $186 billion in 2030, according to a report

by Forbes [1]. One promising way to mitigate urban traffic congestion is to5

introduce Intelligent Transportation System (ITS). As an indispensable part of

ITS, traffic prediction aims to predict future traffic conditions of roads based on

historical measurements. Accurate traffic prediction plays a vital role in traffic

scheduling and management.

Traffic forecasting is a challenging task due to the complex temporal depen-10

dencies (i.e, the traffic condition at a road is related to its historical observations)

and spatial dependencies (i.e, the traffic conditions of adjacent roads influence

each other). Traditional methods employ linear time series models [2, 3] for traf-

fic forecasting. These methods fail to capture nonlinear temporal correlations

and ignore the presence of spatial dependencies. Recently, a broad of learning-15

based traffic predictors have been developed. They typically model temporal

dependencies using recurrent neural networks (RNNs) or temporal convolution

modules. As for spatial dependencies, they commonly deploy GCNs [4] because

of the graph-structured road network. Despite the impressive results achieved,

these graph-based methods are still limited to achieving more accurate pre-20

dictions. This is mainly because the graph structure employed in GCNs is

heuristically defined (i.e., roads are nodes, physical connections between roads

are edges, and edge weights rely on the Euclidean distance between two roads),

which may miss some important spatial correlations for traffic prediction (as

shown in Fig. 1).25

More recently, researchers turn to adaptive graph-based methods and focus
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Figure 1: (a) PeMS sensor network in District 4 of California (b) Heuristically defined graph

structure. (c) Learned graph structure by an attention-based method [5]. (d) Learned graph

structure by our proposed BGCN. Compared to the attention-based method, BGCN discovers

more edges and includes both positive and negative spatial relationships.

on designing various attention mechanisms to learn the latent graph structure.

However, existing adaptive graph-based methods suffer from the following three

limitations. First, they learn the latent graph structure from scratch, ignor-

ing the prior of the observed road network topology. Specifically, they do not30

use observed connections between roads to infer potential ones. Second, the

attention-based graph learning methods tend to depress the negative spatial re-

lationships (i.e., the correlation strength between two roads is negative) due to

the SoftMax operation. However, some negative spatial relationships may be

useful for traffic prediction [6]. Third, introducing uncertainty into the graph35
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structure (e.g., DropEdge [7]) has proven its effectiveness in improving the gen-

eralization ability of GCNs. Unfortunately, GCN-based traffic predictors regard

the graph structure as a deterministic variable, lacking investigation on the un-

certainty of the graph structure. Notably, uncertainty in traffic prediction means

that the graph structure is not fixed, but randomly drawn from a parametric40

distribution.

The above concerns motivate us to propose a Bayesian Graph Convolutional

Network (BGCN). BGCN considers the graph structure as a random sample

drawn from a parametric generative model and infers the posterior of the graph

structure based on the observed topology of the road network and traffic data.45

Specifically, BGCN first decomposes the graph structure into two parts: (1) a

precomputed constant adjacency matrix that infers potential spatial relation-

ships based on physical connections between roads using a Bayesian approach.

(2) a learnable adjacency matrix that learns a spatial pattern shared in all time

steps from traffic data in an end-to-end manner and can represent negative spa-50

tial correlations. Then, BGCN approximates the posterior of the graph structure

by performing Monte Carlo dropout on the parametric graph structure.

The main contributions of our work lie in three folds:

• This work is the first attempt to apply Bayesian graph convolutional net-

works in traffic prediction.55

• This work presents an efficient approach to infer the posterior of the graph

structure based on traffic data and the observed topology of the road

network, which introduces little extra cost in computation and parameters.

• This work validates the effectiveness of the proposed BGCN on five real-

world traffic datasets, and the experimental results show that BGCN sur-60

passes state-of-the-art methods by a noticeable margin.

The rest of the paper is organized as follows. Section 2 reviews research

works related to traffic prediction. Sections 3 and 4 introduce details of our

method and experimental results, respectively. Section 5 concludes this paper

4



and points out some future directions.65

2. Related Work

2.1. Traffic prediction

As a key part of ITS, traffic prediction has been studied for decades. Tradi-

tional methods typically employ statistical models to predict future traffic condi-

tions of roads. The common statistical models include historical average model70

(HA) [8], Kalman filtering model [9], Vector Auto-Regression (VAR) model [3],

Auto-Regressive Integrated Moving Average (ARIMA) model [2], and variants

of ARIMA [10, 11]. However, these traditional methods rely on the stationary

assumption and forecast the traffic state at each road separately. Therefore,

they are not well-generalized in practical applications since real-world traffic75

conditions usually are nonlinear and involve complex spatial-temporal correla-

tions.

Benefiting from the rapid development of computational power and the

growth of traffic data volume, data-driven traffic prediction methods have re-

ceived considerable attention. At the early stage, researchers use shallow ma-80

chine learning approaches, such as Random forest [12], Support Vector Regres-

sion (SVR) model [13], Bayesian model [14], and K-nearest neighbors meth-

ods [15, 16, 17] to capture non-linear regularity from traffic data. However,

these shallow machine learning methods heavily depend on hand-crafted fea-

tures. As a result, researchers shift attention to deep learning-based traffic85

prediction methods, which relieve the burden of feature engineering. For exam-

ple, feed-forward neural network (FNN) [18], stacked auto-encoder (SAE) [19],

and Deep Belief Network (DBN) [20] use multilayer perceptron to learn mean-

ingful feature representations. Considering traffic data is time-series data, RNN

(Recurrent Neural Network) and its variants [21, 22] are widely used in traffic90

prediction [23, 24, 25, 26, 27]. Despite the impressive capability in modeling

temporal dynamics, RNN-based traffic predictors are still limited due to ignor-

ing the spatial correlations between roads.
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To address the above concern, researchers resort to convolutional neural

networks (CNNs). Wu et al. [28] combine 1D CNN and LSTM for modeling95

spatial-temporal dependencies between traffic flows. Yu et al. [29] treat traffic

states as a series of 2D images and design a spatio-temporal recurrent convo-

lutional network. Wang et al. [30] leverage CNN to capture nearby road states

to boost the prediction performance. Zhang et al. [31] build a very deep CNN

called ST-ResNet for citywide crowd flow prediction. However, these CNN-100

based methods cannot fully characterize the spatial correlations especially in

the road network with a complex topological structure. This is mainly because

CNNs prefer to deal with grid-like data rather than graph-structured data. To

address this issue, Zhang et al. [32] and Du et al. [33] extract spatial features of

traffic flows from the neighbor road links using deformable convolution instead105

conventional CNNs.

Recently, graph convolutional networks (GCNs), which are suitable for deal-

ing with non-grid data, have attracted a lot of attention. Zhao et al. [34] propose

a temporal graph convolutional network (TGCN), which replaces convolutional

operations in RNNs with GCNs. Li et al. [35] regard the traffic flow as a diffu-110

sion process on a directed graph, and design a Diffusion Convolutional Recur-

rent Neural Network (DCRNN) for traffic forecasting. Yu et al. [36] introduce

a Spatio-Temporal Graph Convolutional Network (STGCN), which leverages

GCNs and gated CNNs for extracting spatial and temporal features respec-

tively. Lv et al. [37] propose a Temporal Multi-Graph Convolutional Network115

(TMGCN), which manually constructs four types of graphs for handling com-

plex spatial dependence. Peng et al. [38] propose spatial temporal incidence

dynamic graph neural networks for traffic flow forecasting, where the graph

is built from precomputed statistics of history traffic flows. Generally, these

GCN-based methods require accurate graph construction. Nevertheless, manu-120

ally constructing a graph is a laborious and error-prone process.

Therefore, automatically learning a latent graph structure for traffic predic-

tion has become a new trend. Wu et al. [5] explicitly learn representations of

roads, and generate a static graph based on the similarity of two roads’ repre-
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sentations. Huang et al. [39] propose a Long Short-term Graph Convolutional125

Network (LSGCN) [39], which develops a graph attention mechanism. Guo et

al. [40] employ an attention mechanism [41] to learn a data-dependent graph.

Similar attention-based graph structure learning is also investigated in STS-

GCN [42], AGCRN [43], and GATCN [44]. Zhang et al. [45] propose a novel

evolution temporal graph convolutional network to discover multiple spatial de-130

pendence. Li et al. [45] propose a novel multi-sensor data correlation GCN to

model different period traffic patterns, and capture the dynamic spatio-temporal

correlation. Yin et al. [46] develop a Multi-Stage Attention Spatial– Temporal

Graph Network, which investigates dynamic temporal dependencies. Chen et

al. [47] and Zheng et al. [48] use attention-based mechanism to learn graph135

structures that change over time steps. Unfortunately, in learning the underly-

ing graph structure, these methods ignore the prior of the road network topology

and lack investigation on the uncertainty of the graph structure.

Compared to the three works [32, 33, 38], the proposed BGCN is mainly

different in two aspects. First, BGCN can mine spatial correlations between140

roads in an end-to-end fashion, while these three works are in heuristic manners.

Specifically, [32] and [33] describe spatial correlations between roads only based

on the physical road topology, while [38] is based on precomputed statistics of

history traffic flows. Second, BGCN considers the uncertainty of the graph

structure, which is not taken into consideration in these three works.145

Compared to the two works [47, 48], the proposed BGCN is mainly different

in four aspects. First, the two works adopt attention-based graph structure

learning, while BGCN uses residual graph learning (i.e., the coarse-to-fine man-

ner). Hence, BGCN can naturally represent negative spatial correlations be-

tween roads. Second, the graph structure in the two works adaptively changes150

over time steps, while the one in the BGCN is shared in all time steps. To

some content, the graph structure in BGCN can be combined with the two

works. Third, the two works directly use the observed graph structure, while

BGCN uses the observed graph structure to dig out potential correlations be-

tween roads. Forth, BGCN considers the uncertainty of the graph structure,155
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which is not taken into consideration in the two works.

2.2. Graph Convolutional Network

GCNs have achieved remarkable success in a broad of applications, such as

semi-supervised learning [49], action recognition [50], and quality assessment [51,

52]. Recently, researchers start to pay attention to the uncertainty of the graph160

structure. For instance, Rong et al. [7] develop DropEdge, which randomly

drops edges in the pre-defined graph structure for enhancing the generalization

ability of GCNs. You et al. [53] design various graph augmentation techniques

for better graph presentation learning. Besides introducing uncertainty into

the graph structure, more recent works called Bayesian Graph Convolutional165

Networks (BGCNs) [54, 55] derive the underlying connections between nodes

from training data and the observed graph topology. However, BGCNs are

designed for semi-supervised node classification and have not been investigated

in the more complicated spatial-temporal time series prediction.

3. Method170

3.1. Problem Definition

Traffic Network We assume the observed road network as a weighted di-

rected graph Gobs = (V, E ,A). Here, V is a set of N = |V| vertices, where vertex

vi corresponds to the i-th road; E is a set of edges representing the connectivity

between vertices; and A ∈ RN×N is the weighted adjacency matrix, where Ai,j

records the correlation between vertex vi and vj . The traffic condition at time

step t is regarded as a graph signal Xt ∈ RN×D on the graph Gobs, where D

represents the number of traffic characteristics (e.g., traffic flow, traffic speed,

etc.).

Problem Given historical T graph signals X = {X1, ..., XT } ∈ RN×T×D, we

aim to forecast τ future graph signals Y = {XT+1, ..., XT+τ} ∈ RN×τ×D using

a mapping model F :

Z = {XT+1, ..., XT+τ} = Fθ(X1, ..., XT ;Gobs), (1)
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where θ represents all the learnable parameters in the model F .

3.2. Motivation

As aforementioned, the spatial correlation between traffic conditions is a

key factor in traffic forecasting. Considering that the road network is naturally

structured as a graph, existing works prefer to extract spatial features using a

computation-friendly spectral graph convolution [4]:

f(X,A) = ÃXW, (2)

where Ã ∈ RN×N is the normalized adjacency matrix with self-loops, X ∈

RN×D denotes the traffic condition at a certain time step, and W ∈ RD×M

is the parameter matrix. To capture more meaningful graph representation,

recent studies propose adaptive graph convolution, which learns a self-adaptive

adjacency matrix in an attention-based mechanism:

f(X, Ãadp) = ÃadpXW,

Ãadp = SoftMax(σ(E1E
T
2 )),

(3)

where Ãadp ∈ RN×N+ is the generated adjacency matrix. σ is the activation

function, E1 ∈ RN× c and E2 ∈ RN× c are used as query and key respectively.175

It is worth noting that E1 and E2 can be generated from the input traffic flows

on roads or two learnable road embeddings.

However, such an adaptive graph convolution suffer from three limitations

in the graph structure learning. First, it learns adjacency matrix from scratch,

neglecting the prior of the observed topology of the road network. This may180

not be a good choice as the physical connection between roads is a vital clue

for learning potential spatial correlations. Second, it is limited in modeling

negative spatial correlations between traffic conditions because of the SoftMax

operation. Third, Ãadp is still a deterministic variable, lacking investigation on

the uncertainty of the graph structure.185
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3.3. Bayesian Graph Convolutional Network

We address the above concerns with a Bayesian approach. Specifically, we

regard the graph structure A as a sample drawn from a parametric generative

model, and aim to infer the posterior predictive distribution :

p(Z|X ,Y,Gobs,W ) =

∫
p(Z|X ,W,G)p(G|X ,Y,Gobs)dG, (4)

where the item p(Z|X ,W,G) is modeled by a graph-based network, and the item

p(G|X ,Y,Gobs) aims to infer the posterior of the graph structure using the train

data {X ,Y} and the observed topology of the road network Gobs. Notably,

unlike conventional BGCNs, we only perform the posterior inference of the190

graph structure. This is mainly because we find introducing uncertainty into

the weights of GCNs has little impact on traffic prediction in our experiment.

In this paper, we perform the posterior inference of the graph structure in a

coarse-to-fine fashion:

p(Z|X ,Y,Gobs,W ) =

∫
p(Z|X ,W,G)p(G|g,X ,Y)

p(g|Gobs)dGdg,
(5)

where we aim to first learn a coarse graph structure g from the topology of the

road network Gobs, and then learn a fine-level graph structure G based on g and

the paired traffic data {X ,Y}. Since there is no closed-form solution for the

integral in Eq. 5, we introduce a Monte Carlo approximation:

p(Z|Y,X ,Gobs,W ) ≈ 1

SC

S∑
s=1

C∑
c=1

p(Z|W,Gs,c,X ), (6)

where C weights gc sampled from p(g|Gobs), S weights samples Gs,c drawn from

p(G|gc,X ,Y). Consider sampling graph from p(g|Gobs) is time-consuming [55],

we replace the integral over g with a MAP process:

g = arg max
g

p(g|Gobs). (7)

As described in the work [55], solving Eq. 7 is equivalent to learning a N ×N

symmetric adjacency matrix of g:

Ag = arg min
Ag∈RN×N

+ ,

Ag=AT
g

‖Ag � Z‖1 − α1T log(Ag1) + β‖Ag‖2,
(8)
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where α and β control the scale and sparsity of Ag. Here, Z ∈ RN×N denotes

the pairwise distance of roads in the embedding space:

Zp,q = ‖ep − eq‖2, (9)

where ep and eq are the embedding vector of the p-th and q-th road. These em-

bedding vectors of nodes are learned based on the physical connections between

roads using Graph Variational Auto-Encoder algorithm [56]. After obtaining Z,

we solve the Eq. 8 via the prevalent optimization-based method [57]. Then, we

model the item p(G|g,X ,Y) using a Monte Carlo approximation:

p(G|g,X ,Y) = Dropout(Ãg + φ), (10)

where Ãg is the normalized adjacency matrix with self-loops, and φ ∈ RN×N is

a learnable adjacency matrix. We can notice that the graph structure comprises

two parts: (1) a constant adjacency matrix Ãg which offers some prior knowledge

on spatial correlations; (2) a learnable adjacency matrix φ which can include

both positive and negative spatial correlations. Moreover, the graph structure is

random due to the operation of Dropout. Finally, Eq. 6 is simplified as follows:

p(Z|X ,Y,Gobs,W ) ≈ 1

S

S∑
s=1

p(Z|X ,W,Gs), (11)

where S weights samples Gs drawn from Ag + φ via dropout [58]. The graph

convolution in the item p(Z|X ,W,Gs) is performed as follows:

f(X, Ãg, φ) = Dropout(Ãg + φ)XW. (12)

3.4. Network Architecture

We adopt the architecture of Graph WaveNet. As shown in Fig. 2, It is195

composed of stacked spatial-temporal layers and an output layer. A spatial-

temporal layer consists of GCN and a gated temporal convolution layer (Gated

TCN) that contains two parallel temporal convolution layers (TCN-a and TCN-

b). We replace GCN in all spatial-temporal layers with our proposed BGCN.
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Figure 2: Framework of BGCN-applied Graph WaveNet. TCN-a and TCN-b are two types

of temporal convolutional networks. Linear represents fully-connected layers. σ denotes the

sigmoid activation function.

Algorithm 1 Training methodology of BGCN

1: Input: Gobs, training datasets D

2: Output: W , Ag, φ

3: Randomly initialize W

4: Initial φ: φ← 1e−6

5: Obtain Ag via solving Eq. 8

6: for epoch = 1 to MaxEpoch do

7: Sample the graph structure G from Ag + φ via dropout

8: Sample a batch of data {X ,Y} from D

9: Obtain the predicted result Z

10: Optimize W and φ by minimizing Eq. 13.

11: end for
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We choose to use mean absolute error (MAE) as the training objective, which

is formulated as follows:

L =
1

τND

τ∑
i=1

N∑
j=1

D∑
k=1

‖Xjk

T+i −X
jk
T+i‖, (13)

where XT+i and XT+i are the predicted results and the ground truth at time200

step T + i. The whole training algorithm is described in Algorithm 1.

3.5. Discussion

In this paper, we believe that directly transferring BGCN [55] to the traffic

prediction task is not optimal. The reason is as follows. The graph structure

derived by the original BGCN is of two main characteristics: symmetric and205

non-negative. However, in the traffic scene, the mutual influence of two roads

typically is not equal, and the influence can be positive and negative [59]. In

addition, BGCN cannot learn the latent spatial graph structure in an end-to-end

fashion.

To address above issues, we develop a differentiable pipeline, which approx-210

imates the posterior of the graph structure by applying dropout on a paramet-

ric graph. Specifically, considering the physical connection between roads is a

strong prior, we decompose the parametric graph into two parts: a constant

adjacency matrix and a learnable adjacency matrix. The constant adjacency

matrix is designed for mining underlying connections from the observed graph.215

To achieve this goal, we can reuse the method in the original BGCN. The learn-

able adjacency matrix is designed for mining possible dependence of the graph

structure on traffic data. Considering the graph structure is typically asymmet-

ric and has arbitrary values, we do not apply any constraints on the learnable

adjacency matrix.220

4. Experiments

4.1. Datasets

To verify the effectiveness of the proposed method, we conduct experiments

on five real-world traffic datasets: PeMS3, PeMS4, PEMS7, PeMS8, and PeMS-
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Bay. These datasets are provided by Caltrans Performance Measure System225

(PeMS), which records the highway traffic in California every 30 seconds. More

details for the datasets are presented in Table 1.

PeMS3: It refers to the traffic data collected by 358 loop detectors in District

3 of California from September 1st to November 30th in 2018.

PeMS4: It refers to the traffic data collected by 307 loop detectors in the San230

Francisco Bay Area from January 1st to February 28th in 2018.

PeMS7: It refers to the traffic data collected by 883 loop detectors in District

7 of California from May 1st to August 31th in 2017.

PeMS8: It refers to the traffic data gathered by 107 loop detectors in the San

Bernardino Area from July 1st to August 31th in 2016.235

PeMS-Bay: It refers to the traffic data gathered by 325 loop detectors in the

Bay Area from January 1st to May 31th in 2017.

Table 1: Details for the datasets.

Dataset PeMS3 PeMS4 PeMS7 PeMS8 PeMS-Bay

Sensors 358 307 883 170 325

Time steps 26208 16992 28224 17856 52116

Mean 181.40 207.25 309.59 229.99 62.75

STD 144.41 156.49 189.49 145.61 9.37

Time interval 5 minutes

Daily range 00:00-24:00

4.2. Data preprocessing

We adopt the following strategies to preprocess the traffic data, which is240

consistent with previous studies [42, 43]. We aggregate the traffic data in a 5-

minute interval. As a result, every loop detector contains 288 traffic data points

per day. We split all the traffic datasets into training sets, validation sets, and

test sets in a ratio of 6:2:2. We discard the missing values and use the Z-score

method to normalize traffic data.245
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Regarding the observed adjacency matrix Aobs, we construct it using the

same method as DCRNN [35]:

Ai,jobs =


exp(−d

2
i,j

ξ2 ), i 6= j and exp(−d
2
i,j

ξ2 ) ≥ ε,

0, otherwise

(14)

where Ai,jobs is the edge weight between the i-th road and the j-th road, di,j

denotes the distance from the i-th road to the j-th road, ξ is the standard

deviation of distances, ε is a threshold and set as 0.1.

4.3. Experimental Settings

Implement Details We implement BGCN based on the popular deep learn-250

ing framework PyTorch [60], and conduct all experiments on a Linux server

with one NVIDIA 1080Ti GPU card. The parameter setting of our framework

keeps the same with Graph WaveNet. All the traffic datasets share the following

training settings. Our goal is to predict traffic conditions in the next hour based

on the measurements of the past one hour. We set the Monte Carlo dropout255

probability to 0.5. For the sake of reproducibility, the learnable matrix phi is

initialized by the product of the constant adjacent matrix Ãg and 1e-6. Bene-

fiting from the optimization-based approach [57], we use one hyperparameter,

i.e., the number of edges per node, to control the sparsity of the constant adja-

cency matrix, and heuristically set it to 20. We optimize all trainable variables260

with the Adam [61] optimizer for 100 epochs. The learning rate is initialized as

0.001 and decreases to 0.0001 at the 50th epoch. During training, 64 pairs are

randomly generated from the training dataset per iteration.

Baselines To evaluate the overall performance of our work, we compare BGCN265

with the following baselines:

• Historical Average (HA) [8]. It considers the traffic conditions of each

road as a seasonal process and uses the average of previous seasons as the

prediction. The duration of a season is set to a week.
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• Vector Auto-Regression (VAR) [3]. It is a linear time series model, which270

can capture spatial correlations between traffic conditions. We implement

it based on statsmodel python package. The number of lags for PeMS4,

PeMS8, and PeMS-Bay is set to 8, 3, and 3, respectively. We do not

report the performance on the PeMS3 and PeMS7 dataset due to the

poor prediction results of VAR.275

• GRU-ED. It adopts an encoder-decoder framework, where both encoder

and decoder consist of a stacked GRU. The hidden size of GRU is set to

128.

• DCRNN [35]. Similar to GRU-ED, it also uses an encoder-decoder archi-

tecture, but equips both the encoder and decoder with diffusion convolu-280

tion recursive layers for capturing spatial-temporal features.

• STGCN [36]. It extracts spatial-temporal correlations using spatial-temporal

graph convolutional networks, which is a combination of temporal gated

CNNs and spatial GCNs. Different from the original STGCN, we imple-

ment the output layer to generate prediction for all horizons at one time285

instead of one horizon per time.

• Graph WaveNet [5]. It combines graph convolution with dilated casual

convolution to capture spatial-temporal dependecies. Moreover, it learns

a latent graph structure using an attention-based method.

• STSGCN [42]. It proposes a spatial-temporal synchronous graph convo-290

lutional network to capture localized spatial-temporal correlations.

• AGCRN [43]. It enhances GCNs using a node adaptive parameter learning

module and a data adaptive graph generation module.

We reuse the results of DCRNN and STSGCN reported in the previous

work [42]. As for AGCRN and Graph WaveNet, we directly reuse the released295

codes without any modifications. The best parameters for all deep learning

models are selected through a parameter-tuning process on the validation set.
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Table 2: Performance comparison of different approaches on five datasets. “*” means reported

results in the STSGCN [42]. GWN denots the Graph WaveNet [5].

Dataset Metric HA VAR GRU-ED DCRNN* STGCN GWN STSGCN* AGCRN BGCN

PeMS3

MAE 24.96 - 19.90 18.03 16.29 14.66 17.33 15.70 14.35

RMSE 46.07 - 32.68 30.06 27.73 25.32 28.65 27.71 25.28

MAPE (%) 25.84 - 18.83 18.09 17.80 15.29 16.58 14.82 14.47

PeMS4

MAE 24.56 22.82 25.63 24.48 21.09 19.23 21.09 19.86 18.82

RMSE 39.91 35.26 39.84 37.86 33.08 30.71 33.45 32.00 30.34

MAPE (%) 16.56 16.35 16.41 16.75 14.57 13.22 13.85 12.90 12.87

PeMS7

MAE 28.49 - 27.20 24.78 22.63 20.77 24.12 21.81 20.09

RMSE 52.59 - 43.13 37.88 35.50 33.39 38.76 34.97 32.86

MAPE (%) 11.98 - 11.56 11.33 10.01 8.91 10.16 9.18 8.45

PeMS8

MAE 21.23 19.87 20.10 17.83 16.98 15.43 17.04 16.29 14.65

RMSE 36.72 29.29 31.68 27.68 26.58 24.19 26.62 25.66 23.43

MAPE (%) 13.75 13.04 12.33 11.42 11.58 10.25 10.89 10.32 9.42

PeMS-Bay

MAE 2.88 2.24 1.96 - 1.77 1.65 - 1.71 1.61

RMSE 5.59 3.97 4.69 - 3.87 3.66 - 3.88 3.63

MAPE (%) 6.77 4.83 4.47 - 4.05 3.65 - 3.88 3.71

Evaluation Metrics We use three widely-used evaluation metrics, i.e., Mean

Absolute Error (MAE), Root Mean Squared Error (RMSE), and Mean Absolute300

Percentage Error (MAPE), to measure the performance of predictive models.

4.4. Overall Comparison

Table 2 presents the results, i.e., the averaged MAE, RMSE, and MAPE

over 12 prediction horizons, of BGCN and eight representative baselines on five

datasets. According to this table, we draw the following conclusions.305

• Traditional methods (i.e., HA and VAR) achieve competitive performance

in the PeMS-Bay dataset with a small standard deviation, but poor per-

formance in the datasets with large standard deviations (e.g., PeMS3 and

PeM8). This is mainly because traditional methods follow the station-

ary assumption, which is easily violated in datasets with large standard310

deviations.
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• Compared to traditional approaches, GRU-ED typically achieves better

performance. This verifies the effectiveness of RNNs in capturing non-

linear temporal regularity from traffic data.

• Compared to GRU-ED, GCN-based methods show obvious advantages in315

terms of MAE, RMSE, and MAPE. This reveals that the spatial-temporal

dependence is important for accurate traffic prediction.

• Compared to STGCN using heuristically defined graph structure, the

methods that learn latent graph structures from traffic data, including

Graph WaveNet, AGCRN, and BGCN, significantly improve the predic-320

tion performance. This indicates that the road-network-topology-based

graph structure is not the optimal description of the spatial relationships

between traffic conditions.

• Compared to Graph WaveNet and AGCRN, BGCN achieves better per-

formance in almost all evaluation metrics. This verifies the superiority of325

BGCN in graph structure modeling.

Fig. 3 further shows the prediction performance at each horizon on the

PeMSD4 and PeMS8 datasets. For clear visualization, we only present three

methods (i.e., AGCRN, Graph WaveNet, and BGCN). From this figure, we

have the following findings.330

• With the increase of the prediction interval, the prediction performance

of three methods significantly drops. This indicates that long-term traffic

prediction faces more challenges than short-term one.

• Compared to Graph WaveNet, BGCN achieves better performance at all

prediction timestamps. This shows that BGCN can better mine the dy-335

namic spatial-temporal dependence from traffic data.

• Compared to Graph WaveNet and AGCRN, BGCN shows a slower per-

formance decline trend. This is mainly benefited from the better graph

structure modeling.
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Figure 3: Prediction performance comparison at each horizon. (a) PeMS4 dataset (b) PeMS8

dataset.
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Figure 4: Visualization of some predicted results on the PeMS8 dataset.

Fig. 4 visualizes some predicted results of Graph WaveNet and BGCN on the340

PeMS8 dataset. We can observe that the estimated results of BGCN are more

related to the ground truth values compared to those of Graph WaveNet.

We also compare the proposed method with a transformer-based approach

named PDFormer [62]. For fair comparison, we retrain our proposed model and

Graph Wavenet [5] using the same framework called LibCity [63], as utilized345

in PDFormer. Furthermore, PDFormer is also retrained with the same train-

ing settings as the proposed method. Specifically, we set batch size, training

epoch, and random seed to 64, 100, and 0, respectively. The training tech-
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Figure 5: Single-step performance comparison with the transformer-based method [62]. (a)

PeMS4 dataset (b) PeMS8 dataset.

niques, such as data augmentation and curriculum learning, have been dis-

abled, along with the exclusion of time-related information including daytime350

and weekday embeddings. The single-step and average performance are pre-

sented in Figure 5 and Table 3 , respectively. Based on these results, we can

draw the following conclusions. Firstly, under the training settings provided by

LibCity, our proposed BGCN outperforms the baseline model, Graph WaveNet.

This confirms the effectiveness of the proposed method. Secondly, the proposed355

BGCN demonstrates comparable performance to PDFormer in terms of RMSE

and MAPE, while exhibiting a noticeable improvement in terms of MAE com-

pared to PDFormer. The reason for this could be attributed to the fact that

transformer-based methods necessitate a substantial amount of data in order to

achieve optimal performance, whereas traffic data is typically limited in scale.360

Thirdly, the proposed BGCN is more memory-efficient than PDFormer, as the

latter fails to be trained on the PeMS07 dataset with a large road structure.

This is mainly because that the multi-head attention in PDFormer is memory-

consuming.
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Table 3: Average performance comparison with the transformer-based method [62]. GWN

denots the baseline, i.e., Graph WaveNet [5]. OOM means that GPU is out of memory.

Model
PeMS4 PeMS7 PeMS8

MAE RMSE MAPE (%) MAE RMSE MAPE (%) MAE RMSE MAPE (%)

PDFormer 19.13 30.44 13.48 OOM 15.23 24.02 9.75

GWN 19.04 30.34 13.17 20.94 33.87 8.91 15.11 23.90 10.64

BGCN 18.60 30.24 13.46 20.29 33.39 8.56 14.85 23.75 9.86

4.5. Computational Complexity365

Table 4: The computation cost on the pems8 dataset. “dim” means the dimension of node

embedding. “*” denotes the setting of node embedding for the pems4 dataset.

Model # Parameters Training Time Inference Time

STGCN 211596 12.35 s 3.6 s

Graph WaveNet 305228 31.20 s 5.4 s

AGCRN (dim = 2) 150386 33.88 s 13.75 s

AGCRN∗ (dim = 10) 748810 35.56 s 14.28 s

BGCN 256076 33.14 s 4.4 s

Table 4 reports the computation cost, i.e., the parametric size, training time

per epoch, and inference time, of our method, STGCN, Graph WaveNet, and

AGCRN on the PeMSD8 dataset. We have the following observations.

• Even with fewer parameters, AGCRN is not as good as STGCN and Graph

WaveNet in terms of training time and inference time per epoch. This is370

mainly because AGCRN uses RNNs to sequentially process traffic data

rather than CNNs.

• Compared with STGCN, Graph WaveNet uses more parameters and is

slower. Considering the significant performance improvement (as shown

in Table 2), this is moderate.375

• Compared with Graph WaveNet, BGCN uses fewer parameters while

achieving excellent predictive performance. In addition, BGCN slightly
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shortens training and inference time.

4.6. Visualized Results of Graph Structure
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Figure 6: Illustration of adjacency matrices on the PeMS8 dataset. (a) The normalized

observed adjacency matrix with self-loops Ãobs (b) The constant adjacency matrix Ãg (c)

The learned adjacency matrix Ãg + φ.

We also show the observed adjacency matrix, the constant adjacency matrix,380

and the learned adjacency matrix in Fig. 6. From this figure, we summarize three

characteristics of the learned graph structure as follows.

1) Asymmetry: In contrast to the constant adjacency matrix with a sym-

metric format, the learned adjacency matrix is asymmetric. The reason for

this is explained as follows. The upstream traffic state impacts the downstream385

one through the transfer effect, and the downstream traffic status influences

the upstream one through the feedback effect [6]. Moreover, the downstream

traffic state has a greater impact on the future traffic status than the upstream

one [35]. As a result, it is reasonable that we discover an asymmetric spatial

structure from traffic data.390

2) Denseness: Compared to the observed adjacency matrix with sparse con-

nections, the learned adjacency matrix is denser. Intuitively, a connection be-

tween two roads that are physically disconnected but with similar traffic con-

ditions is likely to be created for minimizing the prediction error. Therefore,

the learned adjacency matrix mines some underlying spatial dependence, which395

cannot be captured in the observed graph.
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3) Arbitrariness: The element in the learned adjacency matrix can be an

arbitrary value. It is interesting to observe some negative spatial dependence.

The reason for this is presented below. Traffic data collected in scenarios with

traffic congestion usually involves negative spatial correlations [59]. This is400

mainly because passengers’ reactions to congestion cause traffic to shift from

one road to another. As a result, it makes sense that we find some negative

spatial dependence.

Table 5: Ablation study on the PeMS8 dataset.

Methods Ba Bb Bc Bd Be Bf Bg BGCN

Ãobs X X

Ãg X X X X

φ X X X X X X

Uncertainty X X X X

ReLU X

MAE 14.74 16.91 18.67 17.17 15.06 16.45 14.68 14.65

RMSE 23.53 26.60 29.19 26.92 23.96 25.49 23.50 23.43

MAPE (%) 9.50 10.37 11.93 10.82 9.53 10.95 9.49 9.42

4.7. Ablation study

BGCN considers the learnable adjacency matrix φ, the constant adjacency405

matrix Ãobs, and uncertainty in graph structure modeling. We verify the im-

portance of each component in Table 5.

1) Evaluation on learnable adjacency matrix: Bb, Bc, and Bd leverage the

learnable adjacency matrix φ, the observed adjacency matrix Ãobs, and the

constant adjacency matrix Ãg to model the spatial dependence, respectively. We410

can observe that Bb works better than Bc and Bd in three evaluation metrics.

This is because φ mines the spatial dependence that is fully targeted to the

traffic prediction task while Ãobs and Ãg are derived from the topology of the

road network. We also can notice that Bb is inferior to BGCN, which reminds
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Figure 7: Impact of uncertainty on graph structure learning on the PeMS8 dataset. (a)

Learning graph structure with uncertainty (b) Learning graph structure without uncertainty.

us that simply using φ for graph structure learning without two ingredients, i.e.,415

Ãg and uncertainty, is not enough.

2) Evaluation on constant adjacency matrix: Bd outperforms Bc with a

noticeable margin, which verifies the validity of posterior inference of the ob-

served graph. This is mainly because Ãg discovers some underlying connections

between roads (as shown in Fig. 6). We also explore a variant of BGCN, Be420

which considers the uncertainty and learns the underlying graph structure from

scratch. We can see that Be performs worse than the original version, which
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demonstrates the importance of Ãg in BGCN. Since Ãg already contains some

prior knowledge of connections between roads, learning the residual of the latent

graph is easier. Compared to Ba using Ãobs as the guidance, BGCN achieves425

better performance. This confirms the superiority of Ãg over Ãobs.

3) Evaluation on uncertainty: Bf is another variant of BGCN, which ignores

the uncertainty in the graph structure learning. As we can see, Bf is inferior to

BGCN in all three metrics, which indicates the effectiveness of the uncertainty

in BGCN. To figure out the role of the uncertainty in BGCN, we visualize the430

learned adjacency matrix and the histogram of absolute edge weights in Fig. 7.

We can observe that the adjacency matrix learned without uncertainty has a

larger scale than that of BGCN. This indicates that the uncertainty acts like a

regularizer, which prevents φ from overfitting.

4) Evaluation on negative spatial dependence: Bg applies the ReLU activa-435

tion function on the result of φ plus Ãg, which only considers postive spatial

dependence. As we can see, Bg is sligtly inferior to BGCN, which verifies the

importance of negative spatial dependence in traffic prediction.

4.8. Statistical Significance Analysis

Since learning-based methods may be sensitive to dataset splitting, we evalu-440

ate the proposed BGCN and the baseline Graph WaveNet in 10 train-validation-

test trials in the PeMS8 dataset. The mean and standard deviation (std) of

performance values are reported in Fig. 8. To avoid the issue of scale, we divide

performance values by the maximum values. As shown in Fig. 8, the proposed

BGCN can achieve a lower mean value and smaller std compared to Graph445

WaveNet in terms of MAE, RMSE, and MAPE, which confirms that BGCN

performs more precisely and consistently.

4.9. Parameter Experiments

One key parameter in BGCN is the dropout rate in the Monte Carlo ap-

proximation. Fig. 9 shows the effects of different dropout rates to BGCN on the450
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Figure 8: Mean performance values and standard error bars for learning-based algorithms

across 10 train-validation-test trials in the PeMS8 database.
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Figure 9: Investigation on the dropout rate in the Monte Carlo approximation.

PeMSD8 dataset. We can observe that BGCN improves the prediction perfor-

mance of Graph WaveNet at almost all the tested dropout rates, showing the

robustness of BGCN. We can also notice that BGCN achieves the best perfor-

mance when the dropout rate is assigned to 0.5. In addition, both an excessively

small and large dropout rate will weaken the prediction performance.455

4.10. Generalization Experiments

Our proposed BGCN is a plug-and-play module. We generalize it to some

other graph-based traffic prediction networks (i.e., STGCN and AGCRN). The

results are listed in Table 6. We can observe that BGCN-applied STGCN and
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Table 6: Exploration of generalization of BGCN on the PeMS8 dataset.

Metric STGCN STGCN-BGCN AGCRN AGCRN-BGCN

MAE 16.98 16.70 16.29 15.63

RMSE 26.58 25.85 25.66 24.79

MAPE (%) 11.58 11.03 10.32 10.38

AGCRN exceed original versions in terms of MAE and RMSE. In addition, we460

can find that BGCN slightly impairs the MAPE performance of AGCRN. One

possible reason is that the objective function used guides the traffic prediction

network towards minimizing MAE rather than minimizing MAPE.
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Figure 10: The adjacent matrix of a sub-graph with 10 roads.

4.11. Case Study

In order to investigate the proposed BGCN intuitively, we perform a case465

study: picking out a sub-graph with 10 roads from the PeMSD8 and showing its

adjacent matrix. As shown in the right side of Fig. 10, in the adjacent matrix,

the i-th row represents the correlation strength between each road and the i-th

road. For example, from the seventh row, we can observe that traffic flows on

the road 6 are closely related to those on the road 1, road 2, and road 3. This470

is reasonable because these four roads are spatially close, as shown on the left

side of Fig. 10. In addition, from the fourth row, we can surprisingly observe
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traffic flows on the road 3 are also closely related to those on the road 5, even

though the two roads are far away from each other. This makes sense since the

proposed BGCN considers both spatial distances between roads and traffic data475

in the construction of the adjacent matrix.

5. Conclusion and Future Work

In this paper, we propose a Bayesian Graph Convolutional Network for traffic

prediction. It introduces the information of traffic data and uncertainty into

the graph structure using a Bayesian approach. Moreover, it is a plug-and-play480

module for graph-based traffic prediction networks. Experimental results on

five real-world datasets verify the effectiveness and the generalization ability of

BGCN in traffic prediction. In the future, we focus on extending BGCN to other

spatio-temporal time series forecasting tasks, such as forecasting ride demand.
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