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Abstract. In this paper, we propose a no-reference stereoscopic video
quality assessment (NR-SVQA) method based on an end-to-end dual
stream deep neural network (DNN), which incorporates left and right
view sub-networks. The end-to-end dual stream network takes image
patch pairs from left and right view pivotal frames as inputs and evalu-
ates the perceptual quality of each image patch pair. By combining mul-
tiple convolution, max-pooling and fully-connected layers with regression
in the framework, distortion related features are learned end-to-end and
purely data driven. Then, a spatiotemporal pooling strategy is employed
on these image patch pairs to estimate the entire stereoscopic video qual-
ity. The proposed network architecture, which we name End-to-end D-
ual stream deep Neural network (EDN), is trained and tested on the
well-known stereoscopic video dataset divided by reference videos. Ex-
perimental results demonstrate that our proposed method outperforms
state-of-the-art algorithms.

Keywords: Convolutional neural network - Stereoscopic video - No-
Reference video quality assessment - Spatiotemporal pooling

1 Introduction

Stereoscopic video quality assessment (SVQA) is challenging because the left
and right views of 3D /stereoscopic videos can synthetically generate depth per-
ception, which leads to an additional perceptual dimension to be considered.
Through the whole 3D media processing chain from acquisition, compression,
to transmission, reconstruction, and display, etc., original stereoscopic videos
undergo a variety of quality degradations. Consequently, it is important to ef-
fectively predict and optimize the quality of experience (QoE) throughout the
processing chain.

According to the existence of non-distorted reference videos, SVQA algo-
rithms can be divided into three categories: full-reference SVQA (FR-SVQA),
reduced-reference SVQA (RR-SVQA), and no-reference SVQA (NR-SVQA). The
main purpose of SVQA is to design an objective criterion to accurately predict
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the perceptual subjective quality of 3D videos. During recent years, some 3D
video quality metrics have been proposed. Early FR-SVQA models requiring
pristine stereoscopic videos were studied. For example, the perceptual quality
metric (PQM) used conventional 2D objective metrics to assess 3D video quality
[9]. The modified PSNR, called PHVS-3D, exploited 3D discrete cosine transfor-
m (3D-DCT) to evaluate the perceptual quality of stereoscopic videos [8]. In [18],
the spatial frequency dominance (SFD) model considered the phenomenon that
spatial frequency determines view domination based on the human visual system
(HVS). The 3D spatial-temporal structural (3D-STS) metric utilized the inter-
view correlation of spatial and temporal structural information [4]. In [21], an
objective metric named SJND-SVA was designed by integrating the stereoscopic
visual attention (SVA) with the stereoscopic just-noticeable difference (SIND).

The drawback of these FR models is that original 3D videos are not always
available in most practical situations. Thus, NR-SVQA models should be devel-
oped to assess stereoscopic video quality without needing reference 3D videos.
In [26], an NR optical flow-based method was developed to predict 3D video
quality. Recently, the motion feature based no reference stereo video quality
metric (MNSVQM) [7] and the blind stereoscopic video quality evaluator (B-
SVQE) [2] have been proposed. However, most of SVQA algorithms still extract
hand-crafted features from stereoscopic videos, and then yield visual quality e-
valuation. In other words, one of the advantages of applying deep neural network
(DNN) to SVQA is that it can directly input raw image/video and combine fea-
ture learning with quality regression in the training stage. Moreover, the DNN-
based SVQA metrics are robust and can be trained end-to-end with little prior
domain knowledge. Therefore, this paper focuses on studying the NR-SVQA
method for 3D videos using DNN-based end-to-end learning.

Deep learning has achieved remarkable results in object detection, image
classification, and recognition [3,14,11]. At the same time, the application of
DNN in image/video quality assessment has also been started to be explored in
several studies. However, how to effectively predict the quality of image/video
using DNN is quite different from traditional computer vision tasks. Specifically,
DNN based image/video quality prediction is a challenging problem, mainly
due to most of the existing data augmentation as well as patch preprocessing
techniques are not suitable for image/video quality assessment [13].

From the perspective of training strategies, the relevant works of apply-
ing convolutional neural network (CNN) to no-reference image quality assess-
ment (NR-IQA) can be broadly divided into two kinds of categories, including
patch-wise training and image-wise training. The patch-wise training strategy
[10,17,16,27] partitions the image into patches, and then independently predicts
the quality of each patch through regression. In contrast, the image-wise training
strategy [1,6,12,19] obtains the image quality by aggregating and pooling patch
features or predicted scores.

The datasets of 2D/3D video quality assessment (VQA) are smaller than
that of IQA. Thus, existing 2D VQA models exploit extracted video features,
and then feed these features into the proposed deep learning framework. In
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Fig. 1. Architecture of the End-to-end Dual stream deep convolutional Neural network
(EDN) for quality regression of image patches from both left and right view videos.
There are two sub-networks that all output 1024 — dim vectors as representations of
image patches. These two sub-networks have identical configuration. The predicted
score is fed into the final Euclidean loss function for comparison with ground truth
quality label. The numbers shown above each arrow give the size of the corresponding
output. The numbers shown above each box (pad = 1) indicate the size of kernel as
well as the size of stride for the corresponding layer.

[15], the 3D shearlet transform was applied to extract spatial-temporal feature
from 2D videos and input the feature for 1D CNN to predict the score. In [24],
several features were extracted from video stream. The unsupervised restricted
Boltzmann machine (RBM) [5] was then employed to predict 2D video quality.
These 2D VQA algorithms take hand-crafted features as inputs to deep learning
models. However, how to directly input raw image/video to develop an end-to-
end DNN architecture for 3D VQA, which integrates both feature extraction
and quality regression, has not been proposed.

In this paper, to our best knowledge, this is the first study for the end-to-end
learning of stereoscopic video quality. Specifically, we present a DNN-based NR-
SVQA approach named End-to-end Dual stream deep Neural network (EDN) to
predict the perceptual quality of stereoscopic videos. Our basic idea is that each
stereoscopic video has left and right views, which motivates our proposed dual
stream network. Moreover, compression distortions introduced in the existing 3D
video quality dataset are usually homogeneous which is also consistent in most
real application scenarios. Therefore, we can divide the stereoscopic videos into
patches and then assign the score of whole stereoscopic video to cropped patches,
which solves insufficient training data effectively. Note that both data augmen-
tation and patch preprocessing are not used according to the characteristic of
perceptual quality assessment. Extensive experimental results demonstrate that
the proposed EDN can effectively predict stereoscopic video quality, in addition
achieve highly competitive correlation with human subjective scores compared
with many state-of-the-art quality prediction algorithms.

The rest of this paper is organized as follows. In Sect. 2, we present the
proposed deep CNN-based NR-SVQA method step by step. Sect. 3 shows the



4 W. Zhou et al.

Frame | Frame M Frame N

Fralre 1 # FraTe M ? Fraine N

6 6 6 6

l Extract sub-sequence

Fig. 2. Demonstration of three-step approach to extract intermediate frame as pivotal
frames in temporal domain. The numbers in blue circles represent each step. Frame 1,
Frame M and Frame N are the first frame, the intermediate frame and the last frame,
respectively.

experimental results and analysis. The conclusion and future work are given in
the final section.

2 Proposed Method

The proposed architecture of the End-to-end Dual stream deep convolution-
al Neural network (EDN) for quality regression is shown in Fig. 1. Due to
each stereoscopic video has left and right views, this network contains two sub-
networks which are two CNNs with identical configuration and shared parame-
ters. They are designed to automatically learn image visual information through
the lower level to higher level feature learning. The image patch pairs for left
and right views are taken as inputs to the two sub-networks respectively. The
architecture and settings of these two sub-networks are inspired by AlexNet [14]
which achieves promising effects in solving image visual related tasks.

For each sub-network, the input to this sub-network is the pixel data of
RGB channels of an image patch. Five convolutional layers are then applied to
the input image patch. The convolutional layers use convolution kernels (with
stride = 1,pad = 1), and reduce the size of feature maps only through max
pooling. The output of each sub-network is a 1024 — dim feature vector (i.e.
F(C2). Then, we utilize a fusion layer for the outputs of these two sub-networks
to obtain a 2048 — dim feature vector. In other words, we train the left and right
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Fig. 3. Spatial characteristics of the whole video frames and the corresponding ex-
tracted video sub-sequence. (a) and (b) are the first frames of left and right views for
a distorted stereoscopic video; (c) and (d) are spatial information distribution of all
frames for the left and right view videos as well as the extracted video sub-sequences
corresponding to (a) and (b), respectively.

views separately, and then fuse them to ensure an end-to-end learning as follows:
V= [Vl’ VT]? (1)

where V; and V,. denote the output feature vectors of left view and right sub-
networks, respectively. The fusion layer, which synthesizes the left and right
views, may reflect depth perception as the human brain works [20]. Afterwards,
two full-connection layers are applied to perform regression onto a single quality
score for each input image patch pair. Finally, the predicted score is fed into the
Euclidean loss function to be verified by the ground truth quality score.

2.1 Stereoscopic Video Preprocessing

In order to generate more training data to solve the problem of small stereoscopic
video datasets and ensure the content diversity and category balance of training
data, we preprocess stereoscopic videos as follows.

First, we conduct three-step approach to extract intermediate frames as piv-
otal frames in temporal domain, as illustrated in Fig. 2. From Fig. 2, we can
see that the first frame and the last frame of an input video are preferential,
which represent probable video content generally. Suppose for the moment that
we extract m frames from the input video, we then compute the remaining frame
indices of pivotal frames by:

index = { t - xNJ, (2)

where n = 1,2,...,m — 2, N is the number of frame for the input video. Specif-
ically, the first step is that the intermediate frame between the first frame and
the last frame is picked. Likewise, the second step is that the intermediate frame
between the first frame and previous intermediate frame is extracted. The inter-
mediate frame between the previous intermediate frame and the last frame is also
picked. Additionally, the third step is also to extract the intermediate frames,
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which is similar to the second step. In other words, the frames are extracted
equidistantly.

In addition, the spatial characteristics of the whole video frames and the
corresponding extracted video sub-sequence can be seen in Fig. 3. In Fig. 3, (a)
and (b) show the first frames of left and right views for a distorted stereoscopic
videos. Meanwhile, (c¢) and (d) are the spatial information (SI) [22] distribution
of all frames for the left and right view videos as well as the extracted video
sub-sequences corresponding to (a) and (b), respectively. In general, we can find
that the left and right views of a specific stereoscopic video have similar spatial
information distribution. For each view, the image content of each extracted
frame in the sub-sequence differs from each other. Moreover, these extracted
frames constitute a video sub-sequence, which can represent the input video in
a sense.

Second, the extracted pivotal frames are divided into 64x64 non-overlapped
patches spatially. Moreover, the image patches are not preprocessed, such as
resizing, to maintain the originally perceptual quality. Finally, we input the
generated image patch pairs to our proposed EDN.

2.2 Patch Pair-wise Learning

Let a stereoscopic video be represented by left and right view videos V; and V..
Each video has N frames. We extract m pivotal frames from the left and right
views respectively. For each extracted frame, we then divide it into 64x64 non-
overlapped image patches, i.e. Pl; and Pr; patches, i = 1,2, ..., p. The predicted
quality score for each patch pair of the left and right views is given by the output
of EDN with network weights w. Here, the ground truth quality label for each
patch pair is assigned the same as the global subjective score of the corresponding
stereoscopic video. Our learning objective is defined by mean square error (MSE)
as:

min ||g; — y;[, 3)
w

where g;, © = 1,2, ..., p denote the outputs of our proposed EDN, which are the
predicted quality scores for p patch pairs in the same image frame. Moreover,
i, © = 1,2, ...,p are the corresponding ground truth quality scores for the input
image patches. Then, we apply a spatiotemporal pooling strategy to these image
patch pairs to estimate the entire stereoscopic video quality. Specifically, the
predicted quality score for each frame-pair of the left and right views is computed
as follows:

1 p
Qi=-> a (4)
pi:l

where j = 1,2,...,m are the temporal indices of pivotal frames. Finally, the
quality of the stereoscopic video is averaged by:

1 m
Q = EZQJ’? (5)
j=1
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Fig. 4. Illustration of some patch examples for left view and the predicted quality
scores for the corresponding image patch pairs. The unit for bitrate is Mb/s.

where ); represents the predicted quality for the jth frame, and j =1,2,...,m.
In our experiment, there are totally nine frames for a given video (i.e. m = 9).
Then, the patches of extracted frames are exploited to train the EDN model.

3 Experimental Results and Analysis

3.1 Dataset Description and Evaluation Methodology

The NAMA3DS1-COSPADI dataset [23] is used in our experiments. This dataset
has 10 reference stereoscopic video sequences with a variety of texture, struc-
ture, temporal, and depth information. The video sequences have a resolution
of 1920x1080 pixels. The frame rate of these videos is 25 fps. The duration of 9
reference videos is 16 seconds, and the remaining one reference video has 13 sec-
onds. In other words, each stereoscopic video has either 400 or 325 frames. Addi-
tionally, distortions in the dataset contain H.264 video compression artifacts and
JPEG2000 still image compression artifacts. These artifacts are introduced sym-
metrically to left and right view videos in the NAMA3DS1-COSPAD1 dataset.
The H.264 video compression artifacts are produced using JM reference software
by varying the quantization parameter (QP) setting as 32, 38, and 44. Moreover,
the JPEG2000 still image compression artifacts, which use 2, 8, 16, and 32 M-
b/s, are applied to video frames. We can predict the stereoscopic video quality
from its pivotal frames and corresponding patch pairs. The ground truth is the
mean opinion score (MOS) obtained by human subjective ratings. Two common-
ly used criteria including Spearman rank-order correlation coefficient (SROCC)
and Pearson linear correlation coefficient (PLCC) are adopted for quantitative
performance comparison. SROCC is evaluated according to the rank of scores
which measures the prediction monotonicity. PLCC is used to evaluate the pre-
diction accuracy. Higher correlation coefficients means better correlation with
human quality judgement.
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Table 1. Comparison of 2D IQA and 3D VQA state-of-the-art metrics on NAMA3DS1-
COSPADL1 stereoscopic video dataset.

Metrics SROCC|PLCC
PSNR 0.6470 |0.6699
SSIM 0.7492 |0.7664
PQM 0.6006 |0.6340

PHVS-3D 0.5146 |0.5480
SFD 0.5896 | 0.5965

3D-STS 0.6214 |0.6417

SIND-SVA 0.6229 |0.6503
Optical flow-based method| 0.8552 |0.8949
MNSVQM 0.8394 |0.8611
BSVQE 0.9086 |0.9239

NR CNN method 0.8570 |0.8926
Proposed EDN 0.9334 |0.9301

3.2 Performance Comparison

The performance of the proposed metric is conducted on NAMA3DS1-COSPAD1
dataset. Due to the lack of publicly available distorted stereoscopic video dataset-
s, we limit our evaluation on the NAMA3DS1-COSPAD1 dataset. We report
the SROCC and PLCC performance values between the obtained quality scores
through different metrics and the ground truth MOS for stereoscopic videos.
Meanwhile, higher SROCC and PLCC performance values indicate the better
agreement with the perceptual quality scores rated by viewers.

Our proposed EDN is compared with two classic 2D IQA metrics which are
peak signal to noise ratio (PSNR) and structural similarity (SSIM) [25]. In addi-
tion, several 3D VQA algorithms are performed including PQM[9], PHVS-3D[8],
SFD[18], 3D-STS[4], SIND-SVA|[21], and an optical flow-based method[26]. We
also employ another proposed CNN architecture for no-reference image quali-
ty assessment (i.e. NR CNN method) [10] and feed left and right view image
patches to train the network separately. Then, the predicted quality score can
be computed by averaging left and right view scores.

In the experiment, we randomly choose 80% of the reference videos for train-
ing and the other 20% for testing. We then obtain 331040 training patch pairs
and 77760 testing patch pairs by preprocessing stereoscopic videos. We conduct
100000 iterations in patch pair-wise training stage, and the batch size is 64. The
results are shown in Table 1. From Table 1, we can see that our EDN framework
outperforms both 2D IQA and 3D VQA state-of-the-art metrics. Furthermore,
some patch examples for left view and the predicted quality scores for the corre-
sponding image patch pairs using our proposed EDN can be seen in Fig. 4. From
Fig. 4, we can find that the patches with different quality scores, i.e. figures (a-
f), are distinguished well through the proposed EDN framework, both for H.264
video compression artifacts and JPEG2000 still image compression artifacts.
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(a) Left view (b) Right view

Fig. 5. Visualized learned kernels in the first convolutional layer. (a) Left view; (b)
Right view.

The quality scores of patch pairs for each stereoscopic video can be predicted
through our trained model, which reaches around 30fps and is suitable for real-
time applications. Therefore, our NR-SVQA trained model is accurate, real-time,
and adaptable to new video content.

3.3 Visualize Learned Kernel

In order to analyze the characteristics of the trained model regarding to extract-
ing features from the deep learning structure, which is generally taken as an
unknown black-box, we visualize the learned kernels in the first convolutional
layer.

Fig. 5 depicts the 256 pairs of each 3 x 3 kernel at the first convolutional
layer both for the left view and right view. We can observe that the left and
right views of training patches have different spatial texture characteristics since
the 3D depth perception exists between these two views and the stereoscopic
pairs are fused by the human eye based on spatial correlation in 3D perception
[20].

4 Conclusion and Future Work

In this paper, we propose the first study of an end-to-end deep CNN based NR-
SVQA framework. The lack of training data for stereoscopic videos is effectively
resolved by the stereoscopic video preprocessing method and the spatiotemporal
pooling strategy. In addition, the content diversity and category balance of train-
ing data are also ensured through the proposed three-step approach to extract
pivotal frames from input left and right view videos. Experimental results demon-
strate that the proposed method outperforms state-of-the-art approaches. In the
future research, the local ground truth target generated for each training patch
needs to tackle the non-stationary characteristic of perceptually spatiotemporal
quality for stereoscopic videos and more HVS characteristics such as attention
mechanism should be taken into consideration.
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